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ABSTRACT
We exploit large language models (LLMs) to automate the end-to-
end process of descriptive analytics and visualization. A user simply
declares who they are and provides their data set. Our tool LLM4Vis
sets analysis goals or metrics, generates code to process and analyze
the data, visualizes the results and interprets the visualization to
summarize key takeaways for our user. We examine the power of
LLMs in democratizing data science for the non-technical user and
in handling rich, multimodal data sets. We also explore LLM4Vis’s
limitations, opportunities for human-in-the-loop interventions, and
challenges to measuring and improving the robustness and the
utility of LLM-generated end-to-end data analysis pipelines.
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1 INTRODUCTION
For whatever one does, there is probably data out there of some
value. An enterprising stakeholder asks “What can I learn from this
data?” After all, there is ample evidence of data put to good, and
sometimes unexpected, use across a wide-range of domains. Yet,
transforming raw data into an artifact such as a visualization that
provides insight, is complex and time-consuming, and requires a
technical skill set that is often distinct from a typical stakeholder’s
domain expertise. And so, democratizing — narrowly defined here
as cutting-down the required statistical, mathematical, program-
ming and visualization know-how — this effort (and data science
in general) is an active and ongoing research area [17]. So far, auto-
mated systems with or without human-in-the-loop interventions
have focused on specific parts of this end-to-end analysis pipeline
but not on automating its entirety: from model selection [18] to
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the automated visualization of specific data fields [14]; Systems
that do explore end-to-end automation require clear specifications
of the task and do not support automated and autonomous task
specification or goal-setting (see for e.g. [17]).

In this workshop paper, we explore the possibility of a system
where a stakeholder provides a dataset and simply states “I am a ... I
have this data ... What can I learn from it?” The system then conducts
the end-to-end goal-setting, processing, analysis, visualization and
interpretation to provide an answer. Our focus is on providing de-
scriptive answers rather than predictive ones (e.g. autoML systems),
or prescriptive ones.

We argue that the emergence and growing maturity of large
language models (LLMs) makes this vision achievable, and using a
case study with AirBnB data and four different stakeholders, we
show promising evidence of this.

But why do we think that LLMs can make this vision more attain-
able? Researchers have long recognized the relationship between
effective visualizations and storytelling [11, 15, 16]. Journalists have
used data narratives or stories to powerfully convey their message
and influence readers1. This relationship between stories and ef-
fective visualization makes LLMs particularly apt for end-to-end
analysis. Language models generate the most probable sequence
of tokens (e.g. words, sentences) given initial prompts; Prompted
by what a person does, they can generate highly-probable motiva-
tors and drivers for them in a narrative sense; from these drivers,
they can generate highly-probable metrics, which in turn deter-
mines what to look for in a dataset, and how to visually convey
these metrics. Moreover, with the ability to closely match human
preferences in qualitative data interpretation, such as the rating or
classification of images, these generated end-to-end pipelines can
not only integrate multimodal data sets but can also define what
can be extracted from them that is meaningful [23, 24].

And how do we build such as system? We present in this paper a
sequential prompting approach for end-to-end descriptive analysis
(§2). The initial and only user-provided prompt simply describes the
stakeholder and the data. From then on, our system, LLM4Vis, takes
over. First, in a goal setting step, it identifies several relevant and
viable metrics to extract and analyze from the data. The outputs of
this step are sequentially fed as prompts into a data processing step,
which generates a script to extract and derive appropriate attributes.
The reduced data set from executing the script is then sequentially
fed into a visualization and interpretation step that produces the
final visualization output and a note on what can be learned from it.
LLM4Vis integrates the outputs of one step into template prompts to
form inputs for the next step (Figure 1). This approach opens up the
space for human-in-the-loop interventions such as expansion (e.g.
adding more data), and refinement (e.g. scoping down or redefining
the goals, fields of interest or metrics). We discuss this along with
other research questions and challenges (§5), but we begin with the
most straightforward analysis: can this work? exposing along the
way limitations and areas of improvement (§3).

Exemplar Case Study. Consider the publicly available data sets
of AirBnB short-term vacation rentals downloadable from providers

1https://www.nytimes.com/spotlight/graphics

like Inside AirBnB [3]. This is a rich data set2. It has spatial and
temporal fields (location, rent prices or availability of over time). It
has multimodal components: images of the units, unstructured text
descriptions, etc), along with numerical and categorical data values
(occupancy, size, etc.)

We simulate four stakeholders3: a current host who is trying
to maximize profits from their current listing; an investor who
wants to understand what features of a property make for a good
rental; a city tourism board that wants to better understand the
relationship between short-term rentals and tourism in the city;
and a photographer that wants to understand how to best capture a
client’s property.

2 AN OVERVIEW OF LLM4VIS 1.0
Figure 1 illustrates how after a user provides a sample of their
data set (schema and one data point), a sequence of LLM nodes
sequentially process templated prompts instantiated by inputs from
the previous node to feed their outputs to the next node. Each LLM
node codifies a task within the automated end-to-end analysis
pipeline. Exact output format specifications simplify downstream
prompts and processes that ingest this output. Breaking down the
end-to-end analysis process into a series of tasks is a more effective
and easier-to-debug method for guiding LLMs through complex
reasoning tasks [22].

2.1 Sequential Prompting
2.1.1 Step 1: Goal Setting. Using the prompt below, the goal-setting
node in Figure 1 leverages a LLM to determine metrics that are not
only relevant to the user’s end-goals but are also viable (i.e. can
be extracted from the data set). Table 2 lists some of the metrics
generated for the four stakeholders.

Goal Setting Prompt. You are generating metrics that will be dis-
played in a dashboard. Users specify as input: a description of who
they are, a data schema, and a data point from the whole data set.
You should be able to derive the metrics from the data. Output your
result as a JSON array called ‘metrics’.

• User : “I am an AirBnB host who wants to see how to improve my
property”

• Schema: [listing_id, name, price, picture_url, ... ]
• Data Point : [123, A lovely room in the.. , $110, ...]

2.1.2 Step 2: Data Processing. Using the prompt below, for each
metric generated in the previous step, the data-processing node
generates a Python script that selects, aggregates and projects a
view of the data set. The schema and the sample data point ground
this step. The script is executed locally except when processing
multimodal data; we make LLM API calls to label such data. LLM
code generation, rather than directly processing the data by a LLM,
has three benefits: (i) it reduces LLM computational costs from
repeated data parsing or projection, and aggregation which do not
require generative power, (ii) it reduces the amount of tokens passed
2We focus on one dataset for brevity, but we tested LLM4Vis with other rich urban
data sets with similar results.
3We interviewed representatives from each of these stakeholder groups to understand
their motivations, what they do and how (or if) they would use such a data set.

https://www.nytimes.com/spotlight/graphics


Pipe(line) Dreams: Fully Automated End-to-End Analysis and Visualization HILDA 24 , June 14, 2024, Santiago, AA, Chile

back and forth by never passing the full data — many LLMs limit
the maximum number of tokens or charge per token (iii) it allows
users to work with proprietary or private data sets that they many
not wish to upload to a third party LLM.

Data Processing Prompt. Your job is to make a Python script, which
will pick relevant data out of a CSV file. I will give you a metric which
I want the data for, a schema, and a data point. The script should be
one which I can later run to load all the data. Format your results
into a CSV file called ‘view.csv’. If any of the needed data points
require qualitative coding, such as image or textual analysis, be sure
to include the needed calls to the GPT API

• Metric: “Price vs. Satisfaction: ... analyze if there’s a corre-
lation between price and guest satisfaction using price and
review_scores_rating. Could help in pricing strategy.”

• Schema: [listing_id, name, price, picture_url, ... ]
• Data Point : [123, A lovely room in the.. , $110, ...]

2.1.3 Step 3: Visualization. Using the prompt below, the visualiza-
tion node creates a graphic from the metric specification generated
in Step 1 and the view from the previous step. GPT4 can execute
code with the ‘Code Interpreter’ feature: the model generates a
script using plotting libraries (e.g. PyPlot), executes it and outputs
a graphic.

Visualization Prompt.Your job is to create the best chart to present
a metric on the given data view. Make sure to follow best practices
for making charts.

• Metric: “Price vs. Satisfaction”
• View : “[price, review_scores_rating
1634.0, 5 ...]”

2.1.4 Step 4: Interpretation. Using the prompt below, the interpre-
tation node uses code execution to output a brief synopsis of the
visualization, which can include analytical values such as statistical
significance of trends, and key insights if any.

Interpretation Prompt. You will be given a data view and a graphic
chart. Your job is to analyze this data and chart, and identify any key
insights. Give a broad overview of the information being presented
in addition to takeaways found.

• View : “[price, review_scores_rating
1634.0, 5 ...]”

• Chart : <chart.png>

Implementation Specifics. We use OpenAI Assistant [1] for each
node. LLM4Vis chains the assistants together to allow for sequen-
tial prompting. Both visualization and interpretation utilize ‘Code
Interpreter’, GPT’s support for executing code within the LLM.

To improve LLM4Vis’s performance, we also expand each prompt
with chain-of-thought and few-shot prompting techniques [20]. For
example, by expanding the goal-setting prompt as follows, we im-
proved metric relevance and viability by 27%:

A sample entry for “metrics” if the user was a used car sales-
man, and the data was used car sales, could be as follows:
”Average sale price per brand: The average sale price per
brand gives a breakdown of the value differences between
cars. This is found by looking at the sale_price and car_brand
fields”

Finally, we have not established any guardrails to protect against
misleading analysis, visualizations or interpretations. The impor-
tance of guardrails cannot be overstated. Our preliminary evalua-
tion (§3) while promising alludes to the difficulty of implementing
fail-safe guardrails especially as easy-to-verify requirements such
as viability are often ignored.

3 PRELIMINARY EVALUATION
Setup. For each of the four stakeholders, we describe the re-

sults of one execution run of LLM4Vis with the AirBnB data set
(§1). Repeated runs generate slightly different metrics and hence
visualizations, given the generative nature of LLMs, but overall our
findings stay the same.

Overview. Table 1 shows a high-level summary of the four stake-
holders’ runs. It shows the number of metrics generated that depend
on primitive data types (e.g. price) or multimodal data (e.g. review
text or property images) and, it assesses the output quality at every
step. Eventually, only 21% of the metrics result in insightful visu-
alizations. Generating more metrics initially leads to more useful
visualizations and insights as each step fails to proceed for some of
its inputs. We describe how in the following sections.

Goal Setting & Metrics. Table 2 shows a sample of metrics gen-
erated per stakeholder. The metrics are distinct and illustrate the
model’s ability to distinguish differences across the stakeholders’
motivations and generate metrics accordingly.

Across the four stakeholder runs, a total of 79 metrics were
generated. Of these

• 91% were relevant: i.e. addressed a stakeholder’s need and
understood data semantics

• 75% were viable: i.e. relied on fields that exist or can be
derived from the data without external data

A metric like impact of tourism on local businesses while relevant
to the tourism board is not viable because there is no data about
local businesses in the provided data set. A metric like booking
lead time, which LLM4Vis describes as analyzing the differences
between last_scraped and min_nights, max_nights is irrelevant
because the fields it determines the metric from have nothing to do
with booking lead time: the model either misinterpreted the data
semantics or the metric itself, hence generating nonsense.

Data Processing. Only 66% of the viable metrics were processed
correctly. Failures were mainly due to data parsing or extraction
errors (29.8%) — e.g. misgrouping categories due to case sensitivity,
mishandling missing values — with only 10% due to incorrectly
formatting the output view.

The recent integration of multimodal data interpretation within
LLMs may explain the relatively higher failure rates (57%) incor-
rectly processing metrics that use multimodal data: errors were
more basic in nature such as calling the wrong API/model for cod-
ing or classifying images. As the technology matures, we expect our
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Goal Setting Data Processing Visualization Interpretation

Stakeholder Data Type Metrics
Generated Relevant? Viable? Correct

Extraction?
Correct

Formatting?
Apt Visual
Encoding? Descriptive? Insightful?

Host Primitive 27 22 25 18 15 14 14 6
Multimodal - - - - - - - -

Investor Primitive 24 24 12 10 10 10 8 5
Multimodal - - - - - - - -

Tourism
Board

Primitive 19 18 14 9 8 8 8 4
Multimodal 2 1 1 - - - - -

Photographer Primitive 1 1 1 - - - - -
Multimodal 6 6 6 3 3 3 3 2

Table 1: For each stakeholder, LLM4Vis generates several metrics from fields that should exist in the data that are either
primitive (e.g. numerical, categorical, ordered, etc.) or multimodal. From these initial metrics, we show how many eventually
lead to meaningful visualizations and insights.

Metric Description

Host: "I am an airbnb host who wants to see how to improve my property’s performance"

Price vs. Satisfaction Scatter plot of price against review_scores_rating to analyze if there’s a correlation between
price and guest satisfaction. Could help in pricing strategy.

Response Time Analysis Scatter plot showing the distribution of host response rates, based on the host_response_rate
field. Quick response times might correlate with higher review scores.

Investor: I am thinking of investing in a property and want to see if my initial investment will pay off

Pricing Strategy Review price in correlation with the num. of bedrooms, beds, and amenities offered. Compare
with similar listings in neighborhood to ensure competitive pricing while maximizing your revenue.

Average Daily Rate Derive from price to understand average earning potential per day.

Tourism Board: I work for a city tourism board and want to see the impacts of AirBnB on the city

Property Type Diversity Break down listings by property_type and room_type to assess accommodation
diversity offered to tourists.

Review sentiment analysis Utilize textual analysis on the description and reviews fields to generate a sentiment score
for each listing. Could identify how positive or negative they are overall.

Photographer: I am taking photos for an AirBnB client and want to know what things about the photos help properties the most

Impact of Photo Quality
on Bookings

Analyze relationship between quality of property photos and booking frequency. Examine picture
quality and professionalism found in picture_url and correlate with reviews_per_month.

Photo Themes and Neighborhood
Preference

Categorize photos by theme (e.g., modern, rustic, vintage) with image analysis on picture_url to
and compare to popularity different neighborhoods (neighbourhood_cleansed) to see if certain
themes perform better in specific areas.

Table 2: A sample of metrics and their descriptions for the four stakeholders.

failure rates to drop. When it did work, multimodal data was coded
quickly. For example, thousands of property photos were rated
reliably enough in terms of quality to yield a sensible visualization,
Figure 2(d), of the relationship between photo quality and number
of reviews (an approximation of number of bookings, which does
not exist in the data).

Visualization. We evaluate the final graphic on objective criteria
such as the application of appropriate data transformations, the

use of apt visual encoding given data type, the correct labeling
of axes, etc. without assessing the subjective effectiveness of the
visualization. The one failure here was due to an internal error in
the model.

Interpretation. We found the analysis produced in the interpre-
tation stage to be very dependent on whether additional statistics
were derived. For example, for Figure 2c surface level observations
were only provided including: "The ’Entire rental unit’ category is by
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(a) Host: Price vs. Satisfaction (b) Investor: Pricing Strategy

(c) Tourism Board: Property Type Diversity (d) Photographer: Impact of Photo Quality on Bookings

Figure 2: Four final visualizations produced by the pipeline for the separate stakeholders. See Table 2 for LLM4Vis’s description
of each metric.

far the most prevalent accommodation type, predominantly offered as
’Entire home/apt’". For Figure 2a however, the LLM ran additional
scripts yielding a much more developed analytical response: "De-
spite the weak correlation, the p-value associated with this correlation
((p = 0.000188)) suggests that the observed correlation is statistically
significant. It means that, although the correlation is weak, it is un-
likely to have occurred by chance. However, the practical significance
of this correlation, given its magnitude, might be limited.".

4 HUMAN-IN-THE LOOP & FEEDBACK LOOPS
To our question Can this work?, we say YES! With no human in-
tervention we find the 21% success rate of producing meaningful
charts and takeaways to be quite promising.

To handle irrelevant or non-viable metrics, users can examine the
list of metrics and mark them as problematic, allowing the model
to regenerate new or modify these metrics (e.g. choose alternative
fields that approximate non-existent ones). This refinement however
does require users to be familiar with the data schema: a strong
assumption for casual, non-technical users. The user’s selection of
metrics can also guide the model to suggest related areas of interest

and hone in on interesting and usable metrics quicker. In cases
where the metrics are relevant but require additional data, one can
imagine minimal user labeling, which can trigger an automated
search-and-data-retrieval process to expand the data set. Recent
research on Retrieval Augmented Generation (RAG) for LLMs can
inform this process [10].

Users could prod for details or more specific analysis: Why is
the average price of a 9-bedroom rental more than 7 times that of
an 8-bedroom? (Figure 2b) As we consider human interventions,
we ought to also ask how much of what a human can do can be
replaced by an agent [5] that validates rather than generates to
provide immediate feedback at each step. Systematic checks around
common data transformation errors (e.g. mishandling missing data,
incorrect date transformations)may be better handled by automated
agents rather than humans. Unsupervised clustering techniques
can be used, for example, to assess the quality of multi-modal data
codes. AI agents can also act on behalf of a specific stakeholder’s
profile. For example, acting on behalf of a veteran investor, it can
provide feedback to drop and redo the end-to-end analysis until it
arrives at a surprising, high-risk, high-reward investment finding.
For a beginner, it may provide more essential information such
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as the relationship between property size and revenue. Such an
agent can also holistically examine the diversity of a collection of
generated visualizations to diversify the findings presented to a
user in a dashboard.

To enable more actionable feedback from either human- or AI-
agents, however, we may need to redesign LLM4Vis’s intermediate
outputs. In particular, to allow users to point out semantic errors in
data processing or transformation, we need to produce scripts in a
higher-level data transformation language, which consists of a few
well-defined operators or be declarative in nature. A higher-level
language can enable the combination of logical program-synthesis
techniques with the generative power of LLMs to more consis-
tently create scripts that are easier to verify for correctness. Users
should also be able to inspect and correct if necessary the views
produced by the data processing step, as well as ground-truth a
sample of the multi-modal data coding outputs — such feedback can
be used to retrain data coding pipelines. Beyond the graphic pro-
duced by the visualization step, generating a visualization script in
a higher-level domain-specific language can allow users to critique
the effectiveness of certain visualization choices such as opacity,
density-reduction, bucketing, scales, use of trend-lines, etc. Finally,
instead of interpretation notes, findings directly annotated on the
visualizations can help users visually determine whether the in-
terpretations missed interesting observable trends; they can prod
the system to explain these observations via further analyses or
request statistical significance tests on annotated observations.

5 THE LIMITATION & CHALLENGES
Benchmarking. The main hurdle to advancing any end-to-end

automated system is creating a systematic and robust way of eval-
uating how well such a system works. A benchmark can guide
implementation choices (e.g. prompting& prompt-engineering tech-
niques, generating code vs in-LLM code execution, which LLM? etc.)
and design choices (e.g. degree of human vs. cooperative AI-agent
feedback, sequential prompting vs. all-in-one go). This benchmark-
ing effort is non-trivial. In particular,

(1) How do we assess value? Defining rubrics such as relevance,
viability, etc allow us to get an empirical handle on performance.
However, what are the right rubrics and how do we avoid the trap
of optimizing for what we can easily measure rather than what is
useful? To illustrate, recent works that evaluate LLMs on creative
writing tasks follow the approach of designing rubrics with the aid
of experts and evaluating how well generated stories meet those
rubrics [6, 12]. Yet the authors elaborate on how limited in scope
these rubrics are and more importantly how they do not get at the
question of how writers will make valuable use of generated stories.

(2) How do we measure critical coverage? For small datasets, one
can imagine constructing a test set of critical analyses. Even then,
the size of the set can be astronomical if one considers analysis
that examines sub-sets or projections of the data. With the typical
multi-dimensional data-sets of today, how do we know that an
automated system is not missing on what we don’t know? More
nuanced than simply ‘coverage’ we need to balance how much we
generate with how much of it is critical — did we miss out on a
finding that can lead an investor to make poor investment choices?

(3) How do we verify correctness? This is a challenge of labor-
intensity. For each generated visualization, the gold standard may
be a human-constructed pipeline that attempts to study the same
phenomena. Even then, how do we account for subtle differences
in handling missing values, coding images, analyzing text, visual
encoding choices, etc? As we discuss in §2 guardrails and ensuring
correctness are critical especially if such a tool is to empower non-
technical users, who do not have the skill-set to verify the findings.

(4) How do we handle noise? Even accounting for differences
across generative runs, we note that slight backend modifications
to third-party models can create wildly different results. In this
environment, how do we create reproducible benchmarks?

6 RELATEDWORK
Wu et al. provides an extensive survey of research on AI for visual-
ization [21]. Automatic visualization tools such as VizDeck [13] and
Draco [14] create the most effective visualization given a view or
initial chart and can in essence replace or enhance our visualization
step; they do not automate the end-to-end visual analysis process.
Recent research has examined the power of LLMs in coding or the
thematic analysis of multimodal data [7–9, 23, 24]: These works
motivated our design choice to not distinguish between data and
utilize LLMs to ingest such data.

SeeDB [19] defines interesting visualizations as those with large
deviations from some reference or across subgroups within the data.
To generate interesting visualizations, they develop heuristics to
prune the combinatorial search space and scalably evaluate intrest-
ingness across multiple possible visualizations. We see SeeDB as a
complementary approach to ours; we use LLMs to forward confine
from a narrative stakeholder perspective the space of attributes and
metrics to visualize, while SeeDB backward narrows the search to
those visualizations that are likely to show deviations.

Tools like Tableau’s Einstein Copilot [4] and Open AI’s GPT Data
Analyst [2] provide a natural language interface for analysis and
visualization. When appropriately prompted, these interfaces can
respond to many data queries and can even generate reliable visu-
alizations. However, users have to engineer their prompts; simply
declaring one’s interests does not lead to end-to-end analysis: GPT
data analyst simply describes back the data sets and its schema.
LLM4Vis’s breakdown of the entire data analysis pipeline into se-
quential steps starting with goal-setting is novel.

7 CONCLUSION
With as little information as possible about a stakeholder, LLM4Vis
uses LLMs to set analysis goals for the stakeholder, construct data
processing scripts and generate visualization charts along with
interpretations. There is a lot of room for improvement such as in-
tegrating human or even AI feedback, and much to be implemented
such as guardrails. However, without a robust benchmark that as-
sesses value, critical coverage and correctness, automated end-to-end
analysis pipelines for the masses may very well be a pipe dream.
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